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Stationary: Technology Headroom for DOE 
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Building and Industrial Efficiency 
 Data collection and usage 
 Integrated systems analyses 
 Next-gen processes and products 

Grid Modernization 
 Communication and data 
 Management and control  
 Energy storage 

Clean Power  
 Drive down costs  
 Coupling between energy and water use 
 Increase modularity and scalability  
 Infrastructure compatibility 



Recognizing the need for Technology user facilities 
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“The Department has a core competency in the 
design, development, construction, and operation 
of unique world-class user facilities that benefit the 
entire U.S. research community…” 
 
 
“Successful characterization of new technology at 
scale can reduce risks and speed adoption…” 
 
 
“The Department will make [energy technology] 
testbed and demonstration capabilities available to 
researchers and industry alike…” 
 
 
“[The Department will] complete at least two new 
national technology user facilities by 2015.” 



Recognizing the need for Technology user facilities 
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“Collectively [DOE technology facilities] are one 
of the Department’s most important tools for 
accelerating energy technologies.” 
 
 
“…the most familiar [user] facilities are… built 
and operated primarily by the Office of Science… 
Less well known are the facilities supported by 
the energy technology R&D programs at many of 
the national laboratories.” 
 
 
The four DOE technology offices will undertake a 
review of their policies, with input from the 
relevant academic and industrial research 
communities, for facility access, operations, and 
budgeting with a goal of maximizing their 
benefit to energy technology development” 



Science user facilities as an example – 
Access to all 
 Facilities supported by the Office of Science 

 Half of $4.9B annual budget supports user facilities 

 equipment, facility construction, and facility operations 

 25,000 users in FY2010:  
 ∼50% University, ∼30% labs, ∼20% industry 

 Access and review procedures are designed to accommodate 
breadth and diversity of users needs 

6 Molecular Foundry Jaguar Supercomputer 

 



Examples of SC Open-Access Science User Facilities 
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 Five photon (light) sources 
 APS, ALS, NSLS, SSRL, LCLS 

 Three high-flux neutron sources 
 SNS, HFIR, Lujan 

 Three electron beam 
microcharacterization centers 
 EMCMR, NCEM, SHaRE 

 Five nanoscale science centers 
 CNMS, MF, CINT, CFN, CNM 

 Three high-performance computing 
facilities 
 NERSC, OLCF, ALCF 

 Several high-energy physics and nuclear 
physics facilities 
 Tevatron, CEBAF, RHIC, ATLAS, HRIBF 

 Multiple biological and environmental 
facilities 
 EMSL, JGI, ARM 

 Three fusion research facilities 
 DIII-D, Alcator C-Mod, NSTX 



Diverse Access for Diverse Users 
Example: Advanced Photon Source 
 Collaborative Access Team member access – 

 Beamlines funded by industry are given up to 75% of availability facility time 

 Remaining 25% of time reserved for general users 

 Industrial Macromolecular Crystallography Association  - the business of 
macromolecular crystallography 

 APS staff access –  
 20% of facility time on beamilines operated by the Laboratory is made 

available to research staff for maintenance, upgrades, and discretionary 
research 

 General User access –  
 General access is managed through a centralized and peer reviewed proposal 

(PRP) process. 

 Proposal Review Panels are scientific peers primarily external to APS staff. 

 Partner User access –  
 PRP reviewed access for up to 30% of available time on general user access. 

8 http://centraldocs.aps.anl.gov/policy_procedures/user/ 

 



Diverse Access for Diverse Users 
Example: Computing Allocation 
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 Facility directors will retain up to 10% of allocable hours to 
support pilot or startup projects, to support code scaling and 
for petascale computer science and performance metrics 
research.  

 The majority ( 60-85%) of available processor hours on the 
Leadership Computing resources are allocated through the 
INCITE program. 
 Industry applicants are judged for merit against common INCITE 

criteria 

 5-30% of resources at each ASCR facility are reserved for ASCR 
Leadership Computing Challenge (ALCC) projects, designated as high-
risk, high payoff projects in areas directly related to DOE’s energy 
mission. 



Industry impact –  
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44 of the Fortune 500 companies 
conduct hundreds of research 
projects at DOE Office of Science 
user facilities 
http://www.nufo.org/files/MASTERFortune_500_SC_users.pdf 

Entire industries depend on Department of 
Energy capabilities 
 
“Virtually every large pharmaceutical and 
biotechnology company operating in the U.S. 
makes use of the APS or one of the other 
DOE-funded synchrotrons.” 
            -- Sephen Wasserman, Eli Lilly and Co. 
 
 



 Industry Impact - Computing 

 Pratt and Whitney using “virtual testing” to accelerate improvements 
in jet engine design, dramatically decreasing problem-solution 
turnaround times in development of PurePower™ engine. 

 The new-generation engine improves fuel burn by 12-15%, with a 
potential savings to airlines of nearly $1M per aircraft per year. It 
also cuts carbon emissions by 3,000 tons per aircraft per year while 
reducing other emissions 50%.  
 

 P&G was able to study the complex interactions of billions of atoms 
and create simulations to determine how tiny submicroscopic 
structures impact the characteristics of the ingredients in soaps, 
detergents, lotions and shampoos.  

 Understanding these processes accelerates the development of 
many consumer goods, foods, and fire control materials. 
 

 Boeing simulated the turbulence created by aircraft landing gear and 
calculated the noise caused by two cylinders placed in tandem in an 
air stream. This uses state of the art turbulence-resolving CFD for 
massively separated flows.  

 Boeing expects these capabilities to contribute to the design of safe 
and quiet technologies.  
 

 GE Global Research simulated the complex turbulent flows that 
generate aerodynamic noise during takeoff to validate the accuracy 
of a large eddy simulation solver. 

 The simulations are considered by GE to be critical for developing 
next-generation, “green” (low-emission) aircraft. 

 11 



Energy Technology User Facilities 
 Access should be given to the best research ideas that can 

advance the state of understanding and technology. 

 Management practice must be well defined so all can 
understand how and when they can gain access to the 
capability 
 NAS Report – Cooperative Stewardship: Managing the Nation’s 

Multidisciplinary User Facilities 
http://www.nap.edu/catalog.php?record_id=9705  

 Management should include multiple mechanisms to be 
flexible enough to provide access across users, with clearly 
defined requirements and goals  

 Selection criteria is critical to a successful user facility 
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How can ESIF define a space and selection criteria that 
are both of scientific interest and relevant to industry? 
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